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1 Context / State-of-the-art

Robotic action planning is the process that allows a robot to plan a sequence of actions leading to a desired
goal state. Traditionally, this is done using tools like the PDDL language, which allows to define a so-called
planning domain that describes the possible actions in each state, as well as their preconditions and effects.
The challenge with such an approach is how to populate the domain of possible actions that a robot can
execute. In autonomous robots, this planning domain has to be independently constructed by discovering
the possible actions in the environment. Existing research efforts focus on building affordance maps, that
require recognizing which interactions are possible with objects in the environment. Such methods are based
on prior knowledge linking object properties with robotic actions and observed effects. Despite numerous
attempts [1, 5, 4], autonomous affordance detection and action planning is still an open problem.

An effective way to enhance a robot’s ability to reason and plan about the world is to incorporate a world
model. With the recent advancements in the language [2] and multimodal pre-trained models [6] trained
on large web corpora, there is a promising opportunity to use them to aid in reasoning [3] and planning.
By leveraging these models, robots can generate alternative plans based on various samples obtained from
them, depending on the context, simulating the imagination of the agent. This approach also enables robots
to perform open-ended tasks without the need for prior training on a specific problem.

2 Objectives of the thesis

Expected social and economic impact: This thesis will be a stepping stone towards the development of
action planning capabilities of autonomous robots. If successful, it will allow robots to learn how to interact
with objects in the environment with much less training data, as compared to standard reinforcement learning
approaches.
Scientific question: Can large language models improve robotic action planning based on affordances? In
addition, how to overcome the computation challenge when using large models?
Outcomes of the PhD: (1) Feasibility analysis of using large pre-trained language and vision-and-language
models in robotics to evaluate affordances in the world; (2) A robotic action-planning model that utilises large
pre-trained language and vision-and-language models for planning and reasoning about the environment.

3 Competences expected from potential candidates

• Master Degree in Computer Science (or equivalent)

• Programming and Software Engineering skills (Python)

• Machine learning skills, in particular Reinforcement Learning and Bayesian Networks

• Deep Learning skills (PyTorch)
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